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We consider computational tasks of deciding if a given neural network
possesses various predefined mathematical properties, and investigate how many computational
resources are required to compute them. We then show that there exists a property for which it can
be computationally very hard to check even if a given neural network is extremely simple (i.e., a
neural network is of a single neuron). We also show that another property is computationally hard to

check when a given neural network has two layers, while the property is easy to check (solvable in
polynomial time) when a given neural network consists of a single neuron. Our results theoretically
confirm that extracting information from multi-layer neural network can be computationally very
hard.
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