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In this study, HyBuf-MP, a scalable asynchronous communication layer has
been implemented to enable long message communication overlapping in a massively parallel computing
environment. The feature of this communication layer is that not only DRAM but also NVDIMMs can be
used as buffer areas for the Eager protocol, which is necessary for communication overlapping,
thereby minimizing the consumption of DRAM for communication and achieving communication overlapping

of long messages.As a result of this research, since the communication delay of InfiniBand and the
acceess delay of NVDIMM are comparable, it was confirmed that the communication buffer combining
these two devices is effective in saving DRAM and hiding communication, as expected at the time of

the research plan.
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