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Word-level Sign Language Recognition (W-SLR) systems overcome the communication barrier between
people with speech impairment and those who can hear. In our approach, we combined these local and
relative position of body parts and achieved higher performance on most W-SLR datasets.

To improve the performance of existing word-level Sign Language Recognition
(W-SLR), in our first approach, a system with a multi-stream structure focusing on global
information, local information, and skeletal information was proposed. The local information
comprises of handshape and facial expression. The skeleton information captures hand position
relative to the body. By combining these three streams, the proposed method achieves higher
recognition performance than the state-of-the-art methods.
In the second work, the original 13D network which was originally proposed for action recognition
problems has been modified to improve the WSLR performance. The improvement includes an improved
inception module named dilated inception module (DIM) and an attention mechanism-based temporal
attention module (TAM) to identify the essential features of gestures.
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Our primary goal is to develop a prototype system for a Sign Gesture Recognition and
Translation system that will be able to convert a performed sign gesture into its
corresponding meaning in the form of text/speech. Similarly, it will be able to convert an
entered text/speech input (available for conversation) into the corresponding gesture with the
help of an animated actor (‘Avatar’). It will help to bridge the communication with normal
people and speech-impaired people. We plan to release the system public so that many people
who really require the system can benefit from it. Also, we will write research papers based
on our contributions and submit them in peer-reviewed International/National conferences
and journals.

Sign language may also help to bridge the communication gap between the speech and
hearing of the majority community. However, gaining expertise for daily sign language use
demands a significant amount of effort and learning time. Training the majority of the
population in sign language is not a practical solution. Additionally, sign language also
depends on spoken language and culture. For example, people in the United Kingdom and
China have different sign languages, which further limits its potential to become popular
globally. Low cost and the availability of mobile devices equipped with RGB sensors brings
the sign language recognition (SLR) field inside the domain of computer vision. With the
advancement of machine learning (ML), significant progress has been achieved in computer
vision-related tasks. Hence, it is an excellent idea to explore SLR, which can automatically
interpret sign language to support deaf and speech impaired people for smooth and effective
communication with the hearing majority community. In the last decade, several studies
have been conducted that have targeted SLR using ML techniques and deep learning on
images/video captured by RGB sensors

In the first project, The multi-stream neural networks (MSNN) are designed for the Word-level sign
language recognition (WSLR). As shown in Fig. 1, the multi-streams consist of three streams: 1)
a base stream, 2) a local image stream, and 3) a skeleton stream. Each stream is trained
separately, and the recognition scores extracted from each stream are averaged to obtain the
final recognition result. The designed model incorporates both global and local features that help
to achieve an improvement of 10%—-15% in Top-1 accuracy compared with conventional methods
on the WLASL[2] and MS-ASL[3] datasets.
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Figure 1: Proposed multi-stream networks

In other work, we revisit the renowned 13D network [1], which was proposed for action
recognition problems. The network is modified for the WSLR task. We revisit the 13D model



to extend its performance in three essential design aspects. They include an improved
inception module named dilated inception module (DIM) and an attention mechanism-based
temporal attention module (TAM) to identify the essential features of signs. Additionally, we
propose eliminating a loss function that deteriorates performance. The extensively validated
the proposed method on the WLASL[2] and the MS-ASL[3] public datasets. The proposed
method outperformed state-of-the-art approaches on the WLSAL dataset and produced
competitive results on the MS-ASL dataset. The improvement in the top-1 accuracies of the
proposed method compared with the 13D model for SLR on WLASL 100 and MS-ASL100 is
around 15% and 10%, respectively.

We designed a word-level Sign Language Recognizer in two different works. In the first work,
"Word-level Sign Language Recognition with Multi-stream Neural Networks Focusing on
Local Regions and Skeletal Information,” experimental results of proposed multi-stream
models achieved 81.38%, 73.43%, 63.61%, and 47.26% in Top-1 accuracy on the WLASL 100,
WLASL300, WLASL 1000, and WLASL 2000 datasets, respectively, which are higher than
the results of the conventional methods using only global information. Moreover, to verify the
effectiveness of the local image and skeleton streams, the recognition performance of

the model with and without each stream was compared. As a result, the models with all three
streams achieved higher recognition accuracies than the other models. This confirms that
the

three streams used in our method were effective for WSLR. Moreover, in the experiments on
the MS-ASL dataset, the proposed method achieved 83.86%, 80.72%, 65.46%, and 49.06% in
Top-1 accuracy on the MS-ASL100, MS-ASL 200, MS-ASL500, and MS-ASL1000 datasets,
respectively. These results were better than those of the conventional methods on all datasets
except for the MS-ASL100 and MS-ASL 1000 datasets. Therefore, these results confirm that
the proposed method is not a data-specific method, but a highly versatile method for WSLR
and 83.86%, 80.72%, 65.46%, and 49.06% in Top-1 accuracy on the MS-ASL100, MS-
ASL200, MS-ASL500, and MS-ASL1000 datasets, respectively. In the second work,
"Revisiting 13D for Sign Language Recognition,” experimental results is 79.08%, 68.75%,
49.32%, and 34.55% in Top-1 accuracy on the WLASL100, WLASL300, WLASL1000, and
WLASL2000 datasets, respectively, and 82.78%, 77.24%, 69.13% and 50.83% in Top-1
accuracy on the MS-ASL100, MS-ASL200, MS-ASL500, and MS-ASL1000 datasets,
respectively. The second work increased the Topl accuracy by around 13% and 9% on
WLASL100 and MS-ASL 100, respectively, compared to the 13D model.
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