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Under the real-life condition, people often need to express their emotions
with appropriate speech in the noisy environments. In the past year, we mainly explored to reduce
misperceptions of the emotional content of speech in the noisy environments. We found that
VQ-VAE-based speech waveforms typically have inappropriate prosodic structure. Thus we introduced an

important extension to VQ-VAE for learning FO-related suprasegmental information simultaneously
along with phoneme features. We have published a conference paper on this work. We have tried to
convert the emotional speech in the clean environment to the emotional speech with Lombard effect
under the VQVAE. We have also investigated various adversarial networks to improve the emotional
intelligibility of the decoded speech.
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but aso other acoustic features, such as

prolonging the duration of their speech and increasing the pitch. By modifying the speech with
the Lombard effect, people can improve intelligibility of their speech signal in the noisy
environments. Such modification is referred as speech intelligibility enhancement [1].

Emotional speech in noise shows complex variations. The emotional speech uttered by male
speakersis more confusable than that of femal e speakers in general. Older listeners are less good
at recognizing the emotion contained in speech signals than young listeners [2]. Although
emotional speech in noise showsthetypical characteristics of the Lombard effect, the changes are
complex. Emotional categories and Lombard effect mutually impact on the speech signal, which
makes emotional speech in noise more easily confused.

Under thereal-life condition, people often need to express their emotions with appropriate speech
inthe noisy environments. Although alot of studies have been carried out on enhancing the speech
intelligibility under the noisy environments, none of them considers the interaction of emotional
categories and the Lombard effect in the noisy environments at the same time. Due to the complex
variations of emotional speech under the noisy condition, traditional enhancement methods are
no longer applicable to the emotional speech in noise. Thisleads to the key scientific question of
this project: can we reduce misperceptions of the emotional content of speech in the noisy
environments? However, this question is too broad and abstract to answer, it is better to be
decomposed into several specific consecutive problems.

Our proposed idea is aimed at reducing misunderstanding of emotiona content of speech
produced under the noisy condition. We had three main goals that all relate to the overall goa of
improving the emotional intelligibility under noisy environment.

We found that the emotional speech produced in the noisy environments could cause more
confusion to listeners judgment of emotional content compared with the emotional speech
produced in quiet environments. We also observed that the emotional speech uttered by well-
trained speakers resulted in much less confusion than that of |ess-trained speakers, especialy in
the noisy environment. From these phenomena, we come up with the first question: (1) how the
well-trained speakers modify their emotional speech when they are in the noisy environments?
Can we learn these modifications? Also, we are wondering: (2) can we apply the modifications
learnt from well-trained speakers to less-trained speakers, to make the less trained speakers



emotional speech in noise less confusable? Further, we hope to extend our study with the third
question: (3) can we enhance emotion of speech for any given speaker in the noisy environments?

In this research, we will investigate emotional speech transformation, with the goal of
enhancing the emotional content of speech under the noisy condition. To achieve the purpose,
we consider the following strategies.

3.1 Investigating the appropriate model for emotional conversion and enhancement. Building a
voice conversion model could conduct a mapping from general emotional speech (e.g.
emotional speech produced in quiet) to emotional speech robust to noise using the well-trained
speakers data. We hope to learn the modifications made by well-trained speakers for emotional
speech robust to noise. We consider training a speaker independent speech transformation neural
network with speaker and emotional embeddings to learn the modificationsin a supervised
approach. The target of this network will be the emotional speech less confusable in the noisy
environments.

3.2. Improving the speech quality under the voice conversion framework.

3.3 Improving the speaker similarity under the voice conversion framework.

3.4 Semi-supervised adaptation for the less-trained speakers based on the trained model.

To make sufficient use of the recorded data, we will select the less-confusable speech of the
less-trained speakers according to listeners’ judgments and use sel ected data for supervised
adaptation. High-confusable speech data can be used for unsupervised adaptation. We will
embed x-vectors to the speech transformation model to control the latent factors such as speaker
identity and speaking style for unsupervised modeling.

We have employed online crowd-sourcing listening tests to evaluate our experimenta results.

4.1 We or ganized the voice conversion challenge 2020 and investigated
advantages/disadvantages of the state-of-art systemsfor voice conversion (Published in
Proc. Joint Workshop for the Blizzard Challenge and Voice Conver son Challenge 2020
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4.2 Built a voice converson modd under VQ-VAE framewor k and improved prosody from
lear ned FO codebook representationsfor speech waveform reconstruction under the VQ-
VAE framework. (Thiswork has been published at | nter speech2020.)
We found that V Q-VAEbased speech
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Japanese is a pitch-accented language,

Figure 1. VQ-VAE based voice conversion framework with improved FO0.

which means that pitch accents directly

affect the meaning of words and the Table 1: FO RMSE errors and P563-based estimated MOS
. scores of each Japanese test speaker and their average. Nat-
perceived naturalness of the speech. ural speech MOS score is 4.2 on average. Original VQ-VAE

doesn’t have F0 encoder but the extended one does.

However, unlike tonal languages such
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Speaker 1 M Original 0.51 3.8
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needs to simultaneously extract not only rengs | MF

representations corresponding to the
segmental features, but also another set of representations corresponding to the supra-segemental
features. Motivated by this, we propose an extension to VQ-VAE structure utilizing two encoders at
the same time. One encoder uses araw speech waveform for input exactly as the original VQ-VAE
does. The other encoder uses FO trgjectory as input to separately learn the pitch patterns as well as
other FO-related supra-segmental information. This model was trained using a loss function that
jointly considers two types of VQ losses as well as the usual coarse-to-fine waveform losses used for
training WaveRNN. Listening test results show that this simple yet effective extension significantly
improves prosody and naturalness of reconstructed Japanese speech waveforms. The extended V Q-
VAE structure was motivated by Japanese prosody, but it can be applied to speech in any language.
Therefore, we also show results of the extended VQ-VAE using a Mandarin speech database for
further analysis.

4.3 Improving the speaker smilarity of converted speech under semi-supervised VQ-VAE
paradiam. (Thiswork hasbeen published at | CASSP 2021)



In this work, we present an end-to-

end solution to disentangle sub-
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Figure 2. Speaker VQ encodes global conditions with temporal average pooling
VAE learns a type of SUb-phone layer (TAP). Phone VQ encodes local conditions.
representation, the system cannot Table 2: Speaker diarization error (DER) scores on concate-
genera| ize well to unseen speakers or nated VCTK audio. (S: softmax, AS: angular-softmax).
unseen content. \We present our Condition
) Method Cl1 C2 C3 C4  Avg
method to learn two different VQ [ x-vector [243 446 274 467 358 |
codebooks at the same time while VQ-VAE - - - - -
_ _ _ + Global VQ 444 391 447 396 420
producing synthetic speech that is +Speakerlabel S | 324 322 310 331 322
. . . _— AS | 346 359 364 359 357
highly intelligible and with high Adversarialloss S| 22 323 305 329 319
+ versarl, 0SS
speaker similarity in unseen AS | 372 356 361 352 360

conditions. We a so demonstrate that the learned representations can be used in downstream
tasks: phone recognition from V Q sub-phone codes, and speaker diarization from V Q speaker
codes.

4.4 We have used speaker embeddings which were extracted based on environmental and
emoational categoriesfor emotional enhancement and conversion under VQVAE
framewor k. We have also involved adver sarial training for thistask. (Not published yet)

We have employed crowd-sourcing test to finish the experiment. Experimental results have shown
that the proposed method could improve the less-trained speakers performance under the noisy
environment.
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Samples for emotional clean/noisy speech
https://nii-yamagishilab.github.io/EmotionaLombardSpeech/
Samples for neural waveform vocoders
https://nii-yamagishilab.github.io/samples-nsf/neural-music.html







