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In this research, we worked on a high-dimensional extension of nonlinear
selective inference. In FY2020, we developed a statistical hypothesis testing method using HSIC
Lasso and the Split method, and demonstrated its effectiveness on real data. In FY2021, we proposed
a method based on HSIC with Polyhedral Lemma and Knockoff filter, which were reported in ICML 2021
and AISTATS 2022, respectively. In the fiscal year 2022, we proposed a new high-dimensional data
analysis method based on the optimal transport method, which was presented at AISTATS 2022 and TMLR,

respectively. In the final year, we proposed the Distance Covariance Lasso method and showed the
theoretical properties of selective inference.
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