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Our research further promotes fundamental technology on tensor methods for machine learning. We
have shown that tensor methods are powerful for structured data analysis and also practically useful
for parameter representation of deep neural networks, resulting in more efficient and robust
models.

We studied and developed some advanced tensor decomposition and tensor
network representation methods for incomplete and noisy data tensor. To improve its practicability,
we also developed various algorithms for optimal tensor network structure search, and deep neural
network based nonlinear flexible tensor decomposition methods. Moreover, we also studied
adversarial robustness of deep neural networks under tensor representation of model parameters and
developed several novel approaches for adversarial purification. Finally, our research findings can

be adopted into some applications such as multi-model learning, hyperspectral image processing and
etc.
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The modern Al technologies highly depend on the large-scale and high-quality dataset, large
model size and massive amount of computation resources. However, in many applications, it
is difficult to collect high quality large-scale dataset, and large model is difficult to be
deployed at terminal devices. In addition, the large model with deep neural networks have
shown to be vulnerable to adversarial perturbation and interpretability of decision is poor.
Tensor networks (TNSs) have recently gained increasing attentions in machine learning, data
mining and computer vision fields due to its effectiveness in efficient computation and model
compression in deep learning. However, there are many open problems that are still
unexplored, which limit its impact in machine learning. For instance, why and how TN
representation is of benefit to compact representation? What is the optimal TN structure

given specific task. How to efficiently learn TN representation is also challenging.

Our research aims to investigate the fundamental theory and algorithms for tensor-based
machine learning technology. By using tensor decomposition and tensor network
representation, we expect to achieve more efficient learning models, as well as the robustness

and interpretability of deep neural networks can be improved.

We study tensor-based machine learning technology from three perspectives, including
tensor methods for high-order data tensor, tensor representation for model parameters and
tensorized neural networks, and adversarial robustness of tensorized neural network models.
For general tensor decomposition, we investigate the optimal tensor network structure
learning algorithms, nonlinear extension of tensor methods with the efficient learning
algorithms. For neural network with tensor structured parameter, we focus on the theoretical
understanding and analysis of its robustness and expressiveness. Finally, we also apply
tensor methods to various application domains like multi-modal learning, multi-view

learning, hyperspectral image processing, EEG signal processing etc.

(1) RNNss are powerful because the recurrent dynamics of the hidden states allow the models
to remember the past information but has an inherent difficulty to learn the long-range
dependence of the data. In our study, we focus on extension of RNN layer to higher-degree
polynomials. We have proven that tensor-power recurrent model is able to achieve the long
memory effect if large degree p is applied but it would lead to unstable dynamical behaviors.
We tackle this issue by extending the degree p from discrete to a differentiable domain, such
that it can be learned from dataset. Our method shows competitive performance as compared
to various RNNs (Qiu et al., AISTATS 2021). Similarly, tensor network based multi-modal
transformer was developed for multimodal learning (Tang et al., IJCAI 2022). We also applied

these techniques to the application of multimodal sentimental analysis on incomplete data.



(2) Tensor ring decomposition has recently attracted considerable attention in solving the
low-rank tensor completion problem. However, the existing algorithms usually requires a
large TR rank to achieve the optimal performance, which leads to high computational cost.
We develop a new method to exploit the low TR-rank structure by a balanced unfolding
operation called tensor circular unfolding and theoretically analyzed the relationship
between TR rank and rank of tensor unfolding. We also developed Bayesian latent model for
tensor ring decomposition (Tao et al., ACML 2021), scalable Bayesian tensor ring
factorization (Tao et al., ICONIP 2023) and low tensor ring rank completion algorithm by
parallel matrix factorization (Yu et al., IEEE TNNLS 2021), imbalanced low-rank tensor
completion via latent matrix factorization (Qiu et al., Neural Networks 20222). Experimental
results demonstrated that our methods achieve outstanding performance with a much

smaller TR rank.

(3) Although there are several standard tensor network structures, each tensor network
structure has different advantages but also with some limitations. We study a universal
tensor network structure with fully connected graph structure (Fig. 1), and it shows that
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. Figure 1: Fully connected tensor networks
function (Zheng et al., AAAI 2021, CVPR 2024).

(4) Tensor network structure search aims to select suitable tensor network structures,
involving the TN-ranks, TN-format, and permutation search. We study how to solve this
challenging problem by converting these learning problems into adjacent matrix optimization
problem. And then, several optimization algorithms such as evolutionary algorithm, random
sampling algorithm are developed to learn the optimal TN structure with minimum number
of latent parameters (Li et al., ICML 2022). However, one drawback of these algorithms is
the slow convergence and low efficiency of algorithms. To further improve the efficiency, we
developed an alternating enumeration strategy, greatly reducing the number of evaluations
(Li et al., ICML 2023). In addition, we also developed a parameters tuning-free algorithm
based on Bayesian modeling and an efficient MCMC algorithm for posterior distribution

sampling (Zeng et al., Neural Networks 2024).

(5) The existing tensor decomposition methods always requires prior knowledge about
distribution of data, and generative process structure from latent factors to observations,

which limits its flexibility for handling complex data distributions and flexible tensor



structure as well as the nonlinearity. To address this issue, we have developed a flexible TD
framework that discards the structural and distribution assumptions, to learn as much
information from the data. To this end, we incorporate the energy-based model for joint
probability of data and latent tensor factors, equipped by neural networks and self-
supervised techniques (Fig. 2). Our developed model and its learning algorithms are shown
to be powerful for handing many different data and learning tasks such as tensor completion
and time series predictions (Tao et al., NeurlPS 2023). Furthermore, we also develop a
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Figure 2: Flexible undirected probabilistic decomposition

(6) In numerous applications, tensor data with binary and count entries is shown while most
TDs are designed based on continuous values and multilinear structures. We propose an
efficient nonparametric tensor decomposition for binary and count tensors. Gaussian
processes are applied to extend multi-linear structures to nonlinear structure, and Polya-
Gamma augmentation is applied to establish conjugate models for binary and count
distribution. Finally, the sparse orthogonal variational inference of inducing points and
stochastic natural gradient algorithm is developed. The experiments show its outstanding

performance and computational efficiency (Tao et al., AAAI 2024).

(7) Tensorized neural networks, such as t-product layers, have shown promising performance
through novel feature mapping in the transformed domain. However, the theoretical analysis
of their generalization and robustness remains unexplored. We address this gap by deriving
upper bounds on the generalization error of t-NNs both in standard and adversarial settings.
Our analysis shows that t-NNs compressed with exact transformed low-rank
parameterization can achieve tighter adversarial generalization bounds compared to non-
compressed models. Moreover, we establish sharp adversarial generalization bounds for t-
NNs with approximately transformed low-rank weights. Our findings highlight the potential
of transformed low-rank parameterization in enhancing the robust generalization of t-NNs,

offering valuable insights for further research and development (Wang et al., NeurIPS 2023).



(8) Deep neural networks are known to be vulnerable to well-designed adversarial attacks.
The most successful defense technique based on adversarial training can achieve optimal
robustness but cannot generalize well to unseen attacks. Adversarial purification (AP) can
enhance generalization but cannot achieve optimal robustness. To mitigate these issues, we
have introduced a novel pipeline to acquire the robust purifier model which comprises two
components, perturbation destruction by random transforms and purifier model fine-tuned
by adversarial loss (Fig. 3). Our method achieves optimal robustness and exhibits
generalization ability against unseen attacks (Lin et al., ICLR 2024). To improve adversarial
training, we introduce an algorithm to reweight the training samples based on self-
supervised  techniques to _—

mitigate the negative effects of .~
the atypical samples, resulting
in improvement of both
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Figure 3: Adversarial training on purification

(9) To demonstrate the usefulness of tensor methods, we also work on some real-world
applications. The tensor product and tensorized neural networks have been applied to
multimodal sentimental analysis on incomplete data (Li et al., ECCV 2020, Tang et al., ACL
2021), supervised learning with incomplete data (Cesar et al., CVPR workshop 2021), multi-
distorted image restoration with tensor convolutional layers (Huang et al., IJCNN 2021),
efficient information steganography via reshuffled tensor decomposition (Sun et al., ICASSP
2021), epileptic focus localization based on tensor representation (Zhao et al., APSIPA 2021),
and hyperspectral image restoration by low-rank tensor approximation as shown in Fig. 4
(He et al., IEEE TPAMI 2022).
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Figure 4: Hyperspectral image denoising framework
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