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This research generalized and refined the theory of symmetric deep neural
networks of Zaheer et al. from the viewpoints of group theory, representation theory, and invariant
formula theory. Specifically, we considered the second-order tensor action of natural
representations of Sn and achieved a generalization of functions with graphs as input. By using
Reynolds operators, we found that it is possible to transform ordinary neural networks into a
symmetric form and also to reduce the number of input variables. The results are expected to be used

in the development of computationally efficient algorithms and in many application areas such as
social network analysis. The research results have been published in JMLR.
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