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We developed TTS trainable on small amounts of data and lightweight TTS models. We also advanced the

field of TTS evaluation. This benefits researchers and society by reducing barriers of entry to
creating TTS for low-resource languages, expanding accessibility benefits of TTS to a broader
audience.

We explored pruning for lightweight text-to-speech synthesis (TTS),

developed data-efficient TTS for low-resource languages, and advanced the field of automatic quality
prediction for TTS. We found that up to 90% of TTS model weights can be pruned without reducing
output quality. We developed a data processing pipeline for building TTS corpora for low-resource
languages using podcast data, resulting in a large-scale, high-quality, publicly-available dataset.
We also developed a TTS system using this data that can be repurposed for any language with similar
data. As self-supervised speech representations have been effective for many downstream tasks, we
next investigated these as an intermediate representation for TTS trained on multilingual data,
which can be fine-tuned to a new language. Finally, we identified automatic evaluation of TTS as a
critical topic. We launched a series of challenges for this task in 2022 and 2023 which attracted
many participants and advanced the field.
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End-to—end neural models for speech and language tasks have had tremendous success
in advancing the state of the art, however the quantity and quality of data required
to train such models well can be prohibitive to those who wish to create systems
for new domains, languages, dialects, or styles. For instance, very high—quality
end-to—end text—to—speech (TTS) synthesizers have typically been trained on GPUs
on 20 or more hours of high—quality recordings of one professional speaker.
Furthermore, evaluating speech synthesis models typically requires conducting
listening tests with native listeners of the language, a costly and time—consuming
procedure which can be especially difficult for the case of low—resource languages

In order to encourage the creation of high—quality natural language tools for more
diverse use cases such as under—resourced languages and dialects, it is important
to lower the barrier to creation of these systems by reducing the difficulties of
data requirements, computational resources, and evaluation.

2. WZED AP

The purpose of this project was to develop speech and language technologies that
can make use of smaller amounts of training data from less traditional but more
readily available data sources, and to find ways to make these models smaller and
more lightweight to reduce the computational requirements to run them. During the
course of this project, we also identified evaluation of TTS output as a critical
bottleneck for research, so we additionally developed more automatic speech quality
evaluation methodologies and advanced the field through a series of shared-task
challenges. The outcomes are expected to be beneficial to both researchers and
society by reducing the barrier to entry of creating speech technologies for new
applications in lower—resourced languages and dialects, thus expanding the
accessibility benefits of these technologies to a broader audience

3. WDk
(1) We investigated neural network pruning techniques to develop more lightweight
speech synthesis architectures

(2) We explored the use of podcast data to build TTS datasets and systems, as well as
the use of representations from self-supervised learning based (SSL) models for speech
as an intermediate representation for building multilingual TTS systems that can be
adapted to a new language using only a small amount of data.

(3) We further explored the use of SSL models for the task of opinion score prediction
of synthesized speech and ran a series of shared-task challenges on this topic to
further advance the field.

4. WFFERUR
(1) Neural network pruning of TTS models: We explored the effects of pruning end-to-
end neural network based models for single-speaker text—to—speech (TTS) synthesis and
evaluated the effects of different levels of pruning on naturalness, intelligibility,
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4 Figure 1: WERs of synthesized speech over sparsities for
recognition. We found that different model combinations.

both neural vocoders and

neural text—to—mel speech synthesis models are highly over—-parametrized, and that up
to 90% of the model weights can be pruned without detriment to the quality of the
output synthesized speech. This was determined based on experiments pruning multiple
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types of neural acoustic models including Tacotron and Transformer TTS, as well as the
Parallel WaveGAN neural vocoder, and evaluated both using objective metrics such as
Word Error Rate from an automatic speech recognizer and measures of f0O and utterance
duration, as well as by subjective Mean Opinion Score and A/B comparison listening
tests. Figure 1 shows that word error rates (WER) measured by an automatic speech
recognizer only start to increase at around an 80-90% pruning level using PARP and a
progressive pruning approach (PARP-P), showing that intelligibility only starts to
degrade at very high levels of pruning. Pruned models are smaller and thus more
computationally— and space—efficient, and our results address one of our proposed aims
to find more efficient neural TTS models. This work resulted in one peer—reviewed
conference publication at ICASSP 2022 [1]

(2) Methods for building TTS corpora and developing synthesis models for low-resource
languages using podcast data: Using the Hebrew language as a case study, we developed
a data processing pipeline and identified suitable model architectures for developing
TTS models using podcast data, resulting in a large—scale, high—quality, and publicly—
available Hebrew TTS dataset and open—source code that can be repurposed and generalized
to other low-resource languages. We also addressed the issue of best practices for
conducting evaluation when no comparable prior TTS systems exist and when automatic
speech recognizers (ASR) for the language in question may not be perfectly accurate by
measuring differences in ASR transcription accuracy between natural speech and the
same utterances produced by TTS, an approach that can generalize to any language
regardless of whether state—of-the—art ASR is available. This work resulted in one
peer—reviewed conference publication at Interspeech 2023 [2]

(3) Multilingual TTS using self-supervised learning based representations that can
adapt to new languages: Self-supervised learning based (SSL) representations for
speech have demonstrated remarkable usefulness for many downstream speech-related tasks,
and have been shown to contain phonetic information. We therefore chose these as an
intermediate representation for multilingual, multi-speaker text—to—speech synthesis
trained on data from many languages, which can then be fine—tuned to a new language
using only a small amount of data. Our approach produced synthesized speech with good
speaker similarity and naturalness for both seen and unseen speakers for languages
which were included in the training data. Our model also was able to synthesize
intelligible speech with good speaker similarity to the target speaker’ s voice for
languages which were completely unseen during training. This work is currently under
review for journal publication [3], and continuing experiments to determine how the
amount of adaptation data required for good synthesis relates to factors like language
family and the degree of phonetic similarity between the target language and the
languages included in training is ongoing work.

(4) Automatic opinion score prediction for synthesized speech: TTS systems are
typically evaluated with human listening tests, using paradigms such as the Mean
Opinion Score (MOS), in which listeners are presented with synthesized audio samples
one by one and asked to rate some aspect of the audio, such as naturalness, on a
numerical rating scale. Proposed synthesis systems are compared by gathering all of
the ratings for all of the test samples generated by each system and computing their
average. While this type of evaluation is the gold standard, it is very costly and
time—consuming, representing a significant bottleneck for experimental iteration. The
challenges of this kind of evaluation are amplified in the case of low-resource
languages, since it may be more difficult to find native listeners of these languages
to participate in listening tests. We therefore investigated automatic MOS prediction
using paired data of synthesized speech samples and their ratings. Observing the
effectiveness of SSL speech models for many downstream tasks, we investigated the fine—
tuning of SSL models for the MOS prediction task and demonstrated their superior
generalization ability to MOS prediction for synthesized speech in different languages
over a prior data—driven MOS prediction approach which did not make use of SSL [4]. We
further explored the speech quality information encoded in SSL models without fine-—
tuning that can be derived from uncertainty measures [5] and extended our prediction
model to use a ranking—based approach [6]. This line of research resulted in three
peer-reviewed conference publications

(5) The VoiceMOS Challenge shared task for MOS prediction: Having identified the



development of more automatic evaluation methodologies for speech synthesis as critical
for speech synthesis, particularly for low-resource languages, we launched a series of
challenges on this topic called the VoiceMOS Challenge. We ran challenges in 2022 and
2023 during the project period, and a 2024 edition of the challenge is currently
ongoing as well.

In the 2022 edition of the challenge [7], we released a large—scale dataset of English
TTS and voice conversion samples along with their MOS ratings, along with three
different open—source baseline systems including the SSL-based one that we previously
developed [4]. We also had an “out—-of—-domain” track which used a much smaller amount
of data from a completely separate listening test for Chinese—language TTS. The
challenge attracted 22 international teams from academia and industry, and results
demonstrated the overwhelming effectiveness of fine—tuning SSL models for this task in
comparison with using features from frozen SSL models or not using SSL at all. The
results of the 00D track also revealed that correctly predicting opinions of systems
which were not present in the training data remains significantly more challenging
than prediction of ratings for synthesized samples generated by systems which were
included in the training data.

In the 2023 edition of the challenge [8], we shifted our focus to more diverse and
challenging 00D scenarios. We collaborated with the organizers of the Blizzard
Challenge 2023, which was a challenge for developing TTS using French audiobook data,
and the Singing Voice Conversion Challenge, which focused on the development of singing
voice conversion systems using both sung and spoken voice samples to convert speaker
identity. After participants of these challenges submitted their synthesized samples,
but before listening tests to rate these samples were completed, we shared these
samples with VoiceMOS Challenge participants so that they could attempt to predict the
outcomes of the listening test in a real-world prediction scenario. No in—domain MOS-—
labeled training data was provided to participants, and once the human listening tests
were completed, we evaluated the prediction accuracy of our teams. The French TTS
made up two tracks of our challenge (one for speaker—dependent TTS and one for speaker-
adaptive TTS, following the track design of the Blizzard Challenge), the singing voice
conversion was the third track, and we also had a fourth track for noisy and enhanced
Chinese—language speech for which we did provide some labeled data to participants to
develop their systems, since evaluation of speech enhancement is a very closely-related
task to the evaluation of synthesized speech. Ten teams from academia and industry
participated. One surprising result was the good prediction accuracy for the singing
voice conversion track, despite none of the teams using any singing data to develop
their predictors. This indicates that the domain gap between singing and spoken
synthesis was not as large as we had expected. Another interesting result was that
none of the teams had consistent prediction accuracy across all of the tracks, and
teams that made good predictions for all tracks indicated that they developed different
systems for different tracks. This indicates that general-purpose MOS prediction is
still an open research question, motivating future editions of the challenge. The ten
teams’ prediction correlations with the real listening test results, along with
predictions from two baseline systems, are shown in Figure 2.
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Figure 2: Results for the VoiceMOS Challenge 2023. Bars indicate system-level Spearman rank
correlation coefficients (SRCC), and dots indicate Kendall Tau correlation (KTAU). Hatched
bars indicate that the results were received during the post-evaluation phase after the challenge
officially ended. Types of input that each team used are marked under their team ID.
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SASPEECH: Hebrew speech and transcripts for TTS: https://openslr.org/134/

Listening test data for "Range-Equalizing Bias'": https://zenodo.org/records/10005796

Implementation of Partial Rank Similarity: https://github.com/nii-yamagishilab/partial_rank_similarity
VoiceMOS Challenge 2023 Homepage: https://voicemos-challenge-2023.github.io

The VoiceMOS Challenge 2022 Homepage: https://voicemos-challenge-2022.github.io

Open-source code for SSL-based MOS predictor: https://github.com/nii-yamagishilab/mos-finetune-ssl

TTS Pruning: https://people.csail.mit.edu/clai24/prune-tts/
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