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Establishment of causal instance recognition techniques for economic scenario
analysis

Sakaji, Hiroki
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BERT
FinancialCausality Extraction based on Universal Dependencies and Clue
Expressions
BERT
BERT hugging face BERT

BERT

I conducted causal instance extraction experiments using tagged earnings
release data, tagged English Reuters news articles, and FinCausal datasets to develop a method that
can extract causal instances from Japanese and English documents. As a result, | succeeded in
developing a method that can extract causal instances with higher accuracy than existing methods by
combining BERT and graph neural networks.

Finally, this research was accepted for publication in a peer-reviewed journal under the title
FinancialCausality Extraction based on Universal Dependencies and Clue Expressions.
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P R Fl EM
BiLSTM [26] 0.678 0.619 0.625 0.160
BERT 0.695 0.652 0.654 0.322
MB 0.794 0.795 0.794 0.071
CMB 0.797 0.802 0.799 0.247
GCMB (proposed model) 0.798 0.808 0.801 0.258
GCMB_GCN 0.788 0.796 0.791 0.217
2
P R Fl1 EM
BiLSTM [26] 0.634 0.592 0.592 0.033
BERT 0.684 0.677 0.677 0.103
MB 0.795 0.777 0.775 0.063
CMB 0.879 0.854 0.864 0.204
GCMB (proposed model) 0.890 0.890 0.890 0.234
GCMB_GCN 0.880 0.871 0.875 0.199
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