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Knowing the complex dependent relationships (co—nonlinearitya between
multiple variables is the first step to understanding and elucidating phenomena. Machine learning
techniques are necessary that can inductively discover unknown co-nonlinearities, which are
difficult to notice with known knowledge, from a wide variety of data. To realization that, the
present study proposed, developed, and evaluated the following measure and method: A measure called
NNR-GL that detects co-nonlinearity by the combination of Neural Network Regression (NNR) and Group
Lasso (GL). A method NNR-GLIA that discovers the sets of co-nonlinear variables and representatives
by adding the function of Information Aggregation (l1A) to NNR-GL. As research results, we completed

NNR-GL and NNR-GLIA and demonstrated their theoretical and practical effectiveness through
experiments.
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