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The first achievement provides an efficient method for integrating structured knowledge into
existing language models, which allows users to adapt LMs to their specific needs without costly
retraining.

The second achievement improves our understanding of how LMs, thereby increasing transparency.

This research project attained two main achievements. The first achievement

is a language model (LM) architecture that enables better integration of structured knowledge. While
LMs are commonly trained on large amounts of text, it is often desirable to integrate specific,
structured knowledge, such as an proprietary in-house knowledge base or other knowledge that is not
covered by the LM"s training data. Here, we developed a bi-encoder architecture that enables such an

integration without requiring costly retraining.
The second achievement is an interpretation method for analyzing how well LMs represent a specific
kind of structured knowledge, namely an numeric properties such as a person®s year of birth or a
city"s population.
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At the time of application, the goal of this research project was to develop a novel language
model architecture that is grounded in a structured knowledge base. The motivation for this
was that humans ground text they are reading or writing in a rich set of experience, while
language models lack such a grounding. For example, if a human reads a sentence like
“Mount Fuji is a mountain in Japan”, she will connect the phrase “Mount Fuji” with photos
of snow-capped Mount Fuji or with memories of having climbed it, she will have a mental
image of a prototypical mountain which she associates with the word “mountain”, and she
knows that “Japan” refers to a country in East Asia and that countries contain geographic
features such as mountains. A language model, in contrast, lacks experience of the real world
and instead relies only on the distributional signal of word co-occurrence patterns to produce
its output. This lack of grounding often causes an ungrounded LM to produce coherent, but
factually incorrect output.

The initial goal of this project was to develop a model architecture and training procedure
that allows grounding a language model in a knowledge base. The underlying motivation was
that this will indirectly ground the language model in the real world, since the knowledge
base was created by humans whose experience is grounded in reality. Based on this indirect
grounding the resulting language model should exhibit less factually incorrect output.

As large language models appeared and showed dramatic performance improvements during
the second half of this project, our research focus shifted from creating a knowledge-based
grounded language model architecture to the goal of understanding if and how large language
models encode structured world knowledge.
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In the second half of the funding period we
shifted from model developments towards
developing interpretability methods for large language models with a particular on the
question if and how structured is represented in the internals of such models. Concretely we
developed a new method identifying and manipulating representations of numerical world
knowledge in low-dimensional subspaces of a language model’s activation space (Figure 2).
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This research project attained two main achievements.

The first achievement is a language model (LM) architecture that enables better integration
of structured knowledge. While LMs are commonly trained on large amounts of text, it is
often desirable to integrate specific, structured knowledge, such as a proprietary in-house
knowledge base or other knowledge that is not covered by the LM's training data. Here, we
developed a bi-encoder architecture that enables such an integration without requiring costly
retraining.

The second achievement is an interpretation method for analyzing how well LMs represent
a specific kind of structured knowledge, namely numeric properties such as a person's year
of birth or a city's population.
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2 Identification and manipulation of a “birthyear” representation in the activation

space of a large language model

The first achievement provides an efficient method for integrating structured knowledge into
existing language models, which allows users to adapt LMs to their specific needs without

costly retraining.
The second achievement improves our understanding of how LMs, thereby increasing

transparency.



Qin Dai, Benjamin Heinzerling, Kentaro Inui 1
Cross-stitching Text and Knowledge Graph Encoders for Distantly Supervised Relation Extraction 2022
Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing 0-0
DOI
Qin Dai, Benjamin Heinzerling, Kentaro Inui 1
Cross-stitching Text and Knowledge Graph Encoders for Distantly Supervised Relation Extraction 2023
29 (2023 3 ) 0-0
DOI
, , Benjamin Heinzerling, 0
2022
28 (2022 3 ) 556-561
DOI
, Benjamin Heinzerling, 0
2022
28 (2022 3 ) 1203-1208

DOl




, Benjamin Heinzerling, 0
Transformer 2022
28 (2022 3 ) 599-603
DOI
Ana Brassard, Benjamin Heinzerling, Pride Kavumba and Kentaro Inui 0
COPA-SSE: Semi-structured Explanations for Commonsense Reasoning 2022

Proceedings of the 13th Language Resources and Evaluation Conference

(to appear)

DOl




