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(1) This project uses big data data and computational methods to investiagte
the mechanism of opinion expression on social media. We find the individuals’ tendency to maintain
their partisan identification can lead to hostility toward individuals of opposing partisans,

serving as a potential mechanism that contributes to polarization.

(2) This project explores the possibilities of LLMs (Large Language Models) in research related to
opinion polarization. We have validated and demonstrated that LLMs can mimic individuals with
specific partisan leanings and cognitive biases. This implies that LLMs can be used in social
simulations to enrich the fidelity and complexity of simulations, potentially providing deeper
insights into the mechanisms of opinion polarization.
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Recent years have seen an increase in attention to the issue of opinion polarization in online
communication. Previous studies have shown that online communication can increase the
exposure to cross-cutting information and empower people to express diverse views
(Brundidge, 2010), while high-choice online discourse may also function as an echo chamber
that accentuates connections with like-minded others and causes fragmentation (Stroud,
2010). Since previous studies have reported conflicting findings regarding the mechanism of
opinion polarization in online discourse, further research are needed to enhance the
generality and robustness of the conclusions.

Moreover, research should not only describe general explanations but also make high-
quality predictions about changes in opinion polarization in online communication. More
efforts are needed to develop a more sophisticated and high-fidelity simulation model of
opinion dynamics and enhance the interpretability and explainability of simulation.

2. WHEDOHK

Using a computational social science framework, the research aims to explore the
mechanism of opinion polarization and explore how to incorporate the implications from
empirical studies into the simulation models.

3. WHEDTA
To achieve these aims, this research mainly conducted two projects.

(1) Empirical analysis on online communication based on Twitter data
This research employs Twitter data and computational method including network.
analysis and natural language processing techniques to explore the nature and
mechanism of online communication. Specifically, we collected large-scale data including
Twitter users’ following network, profile information, and published content. Then, based
on the latent space model assumes that Twitter users are predisposed to follow politicians
with whom they share ideological similarities and avoid those with whom they disagree
ideologically (Barberd, 2015), this study estimates the ideological positions of users
through the computations of the follower—followee relationship on Twitter. Also, we use
deep-learning-based text classification method to detect the expressed hostility in their
published content. In this term, this study empirically examines how individuals interact
with opposing partisans in political discussions.

(2) Investigation on the role-play ability of Large Language Models (LLMs)
Simulating opinion polarization requires that the agents in the simulation models are
capable of role-playing characters with various profiles and mimic human behaviors. This
research explore whether agents can be endowed with Dbeliefs, experiences, and
characteristics through LLMs, discussing its potential applications in the simulation of
opinion polarization. We craft prompts to create several LLM-powered agents with
specific partisan alignments and cognitive characteristics. Then, agents are exposed to
congenial or uncongenial persuasive message and required to report and reasoning their
opinion changes. In this term, we examine how partisanship and confirmation bias in the
prompts can systematically affect the agents’ opinions across various policy issues and
exposed information.

4. WHFERCR
(1) Partisan identity and inter-party hostility in cross-cutting interactions

This study utilizes social media data and deep-learning-based text classification methods
to investigate cross-cutting interactions on social media. Specifically, we attempt to
investigate whether the prevalence of offensive speech can be explained by the partisan
identity of the message sender and target in an interaction, as well as how such a mechanism
of political incivility varies between politicians and ordinary people. Our findings reveal that
people are more likely to use offensive speech in response to content published by opposing
partisans. Furthermore, we demonstrate how inter-party hostility is associated with the
partisan identity of both the message sender and the target in the interaction. On one hand,
the findings indicate that strong partisans and people who publicly assert their partisan
identities tend to attack opposing partisans, suggesting a relationship between the salience



of partisan identity and value defense
mechanisms. On the other hand, strong
partisans, especially politicians, are more
likely to be the target of offensive speech from
opposing partisans. The disparity in the
extent of received offensive speech is argued to
result from individuals’ tendency to maintain
their partisan identification by expressing
hostility toward representative individuals of
opposing partisans. This study has been
published in New Median and Society.
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Figure 1. The extent of offensive speech in
different types of interactions (Lyu, 2023).

(2) Leveraging Large Language Models to Understand the Opinion of Polarization

This research demonstrates that including descriptions of partisan identity and cognitive
bias into prompts can equip agents with in-group favoritism, out-group hostility preferences,
and confirmation bias, leading to significantly different responses to congenial and
uncongenial information (Figure 2). This experiment indicates that LLMs can help us to
create agents with build-in knowledge and ability to mimic complex and nuanced human
behaviors and opinion preferences, thus have potential to set a new precedent in the realm
of social simulation with their abilities in processing, generating, and interacting with
human language in a contextually informed and semantically accurate manner
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Figure 2. Agreement with policies supported by Biden and Trump across various ideologies
and party affiliations
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