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A novel method using artificial image was developed to enhance the model
precision in epidemiology study. The concept was inspired from image identification. Pixels in
digital images are used as features when training the identification model. The order-related
relationship is assumed to exist in epidemiological data. Given a certain dataset, features are
transformed to pixel values for generating artificial images. Orders of pixels are randomly
permutated and the model is trained using pixel-permutated artificial image sample sets. In the
preliminary experiment, one binary response was designed to be predicted by 76 features. 10,000
artificial image sample sets were randomly selected for model training. Models’ performance (area
under the receiver operating characteristic curve values) depicted a bell-shaped distribution.
Namely, feature order information had a strong impact on model performance. Our novel model
construction strategy has potential to enhance model predictability.
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