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Visual speech recognition using ultrasound tongue and video lip/face images
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There are three main results of our research: (1) Related to video data collection
of jaw movement, when measuring the amount of skin stretching over the mandible for the vowel in a CVC sy
Ilable, the onset consonant (but not the coda consonant) has a significant effect. (2) Related to ultrasou
nd data collection of tongue position when speaking English, native (L1) speakers rest their tongue in a m
ore efficient location (closer to the median position for English speech sounds) than Japanese (L2) speake
rs do. (3) Related to our focus on how best to construct and interpret a feature space we call MUTIS (mids
agittal ultrasound tongue image space), results indicated that higher dimensions of MUTIS are most effecti
ve for identifying people, and that primarily the lower dimensions of VSS (vocal sound space) data are mos
t effective for identifying phonemes. Trajectories within the VSS data indicate clear differences between
L1 and L2 speakers, but not within the MUTIS data alone.
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Speech recognition, the ability of a
computer to analyze the acoustic signal
and determine what words have been
spoken, has reached a high degree of
accuracy — about 95% or more, according to
Nuance Communications, developer of
products such as Dragon
NaturallySpeaking and Dragon Dictate.
However, speech recognition based on
moving images of the vocal tract (e.g.,
videos of lip/face movement) is still at a low
level of accuracy — about 75% for some
tasks (Hilder et al., 2009). Given the fact
that the acoustic signal 1s a direct
consequence of the motion of the
articulators, and most of what is produced
inside the vocal tract is also visible in the
face (Yehia et al., 1998), why is the
accuracy so much lower for visual speech
recognition? Is it possible to recognize
speech from the midsagittal movements of
the tongue, instead of the movements of
the face? If these two types of visual data
(face/lip and tongue data) are combined,
does visual speech recognition accuracy
reach the same level as that of audio
speech recognition? These are the
questions that motivated our research.

In the history of phonetics and
language-learning literature, most
textbooks show midsagittal figures of the
vocal tract. Chomsky and Halle’s (1968)
famous phonological feature set was
largely based on the position of the tongue
from a midsagittal plane perspective.
However, this midsagittal bias may simply
be due to the fact that our first imaging
methods (e.g., x-ray) worked best in this
plane. We do not have data that shows how
well midsagittal movies of the tongue
predict the acoustic signal. This is partly
due to the fact that an imaging method has
not been available to safely view the
tongue’s movements with good -clarity.
With the advance of ultrasound imaging of
the tongue (allowing whole-tongue images,
not simply point-tracking), such a method
now exists, and we can more accurately
map the relationship between midsagittal
tongue shape/position and the acoustic
signal.

If there is a strong correlation between
the tongue’s midsagittal shape/movements
and the acoustic signal, then the bias
toward the midsagittal plane is justified
and future research, including articulatory
speech synthesis would be simplified.
However, if no such correlation exists, then

this would have strong implications for the
focus of future work in phonetics and
phonology — namely, that we should not
simply focus on the midsagittal plane, but
consider the whole tongue/airspace, and
textbooks would have to change to reflect
this.

Computer lip-reading, more accurately
called speech-reading, the ability of a
computer to recognize speech using only
the wvisual signal, has attracted many
researchers. Computers that could do voice
recognition in noisy environments, or voice
recognition from only the video signal,
would be wvaluable in a number of
applications: military defense applications
where silent speech is necessary, video
surveillance / monitoring for anti-terrorism
and law-enforcement applications,
enhanced pronunciation evaluation
systems, etc.
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Newman and Cox (2009) recently showed
that computers can distinguish between
languages just based on speech-reading
(i.e., analyzing images of the face), and this
has generated much excitement in the
speech research world. If this is possible, is
it also  possible just based on
“tongue-reading” (i.e., processing of
midsagittal tongue images during speech)?
If so, we can generalize about the
differences in tongue shape/movement
between languages, and this has
implications for the way foreign languages
are taught and acquired.

One of the goals of the proposed
research was to make a detailed
description of the factors (other than
differences in phonetic inventory between
languages) that differ between languages -
e.g., speed of the tongue, general tongue
location — high/low/front/back, midsagittal
tongue area, which part of the tongue is
most active, etc. This work followed
directly from previous JSPS kakenhi
research that developed ways of measuring
articulatory setting of the tongue in
different languages.

3. DIk

1) Train and work with research assistants
to develop the method of head motion
tracking/correction so that ultrasound
tongue data is maximally reliable.



2) Train and work with research assistants
to analyze ultrasound video data of the
tongue’s movements.

3) Test various image-processing
algorithms to find one that is best able to
track the 2-D midsagittal tongue motion.

4) Train and work with research assistants
to develop the image-processing method of
tracking the lip and jaw movement during
speech.

5) Collect both ultrasound data of the
tongue and video data of the lips/jaw, and
analyze this data to discover differences
between native and non-native speech
patterns.

6) Write up results for presentation at
conferences and publication in journals.

A simple, inexpensive method of inferring
movements of the mandible is to use video
tracking of a chin marker during speech.
One potential problem with video tracking
of a chin marker, however, is that it
records skin movement, not necessarily
mandible movement. Since the skin
stretches over the mandible during
production of some speech sounds,
especially labial consonants, one must
exercise caution when inferring mandible
movement from the position of a marker on
the chin. In an experiment to measure the
degree of skin stretching, we found that
the onset consonant affected the degree of
stretching, but not the coda consonant
(see table below).

onset vowel coda
[plvs[tlvs[k] [e]lvs[1] [plvs[tlvs[k]
male p = 0.046 p < 0.001 p = 0.202
speaker
female p = 0.002 p = 0.040 p = 0.095
speaker

In another experiment, we looked at the
rest position of the tongue during
pre—speech posture, and found that it was
more efficient for native speakers of a
language than for second—language
learners. A native speaker rests his/her
tongue in the center of where it is
required for speech sounds, but non—native
speakers were found to have a more narrow

tongue than was required for most speech
sounds (see figures below).
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The upper figure is for a native English
speaker. The blue arrow indicates the rest
pre—speech position of a marker on the side
of the tongue (in the coronal view). The
lower figure is for a Japanese speaker of
English. Note that the side marker is much
closer to the midline, meaning that the
tongue is narrower when at rest. In each
figure, the colored marks indicate the
position of the tongue for various English
speech sounds.
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