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研究成果の概要（和文）：社会分析アプリケーションにおける大規模な映像アーカイブのための顔インデキシングの高
度な技術を実現した。 顔検出、マッチング、および識別の性能は、大規模なマルチチャンネルビデオアーカイブの長
期観察の利点を得ることによって改善され、その結果、数百万の大規模な顔のデータセットから顔検索および識別のた
めのスケーラブルな技術を開発した。

東京エリアの7チャンネルで放送される映像番組の10万時間以上のビデオアーカイブにこれらの技術が適用され、その
後、政治家や有名人の頻繁な表示に基づいて、社会的な分析のためのアプリケーションが実証された。

研究成果の概要（英文）：We have developed advanced techniques for face indexing in large video archives 
with the target application being social analysis. As a result, we have improved performance of face 
detection, matching, and identification by taking the benefits from a long-term observation of large 
multi-channel video archives. We have developed a scalable technique for face retrieval and 
identification from large datasets of hundreds of millions of faces.
We have applied these techniques to the video archive of more than 100,000 hours of video programs 
broadcast on 7 channels in the Tokyo area. Then we have demonstrated an application for social analysis 
based on frequent appearance of politicians and celebrities.

研究分野： マルチメディア分析
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１．研究開始当初の背景 
With the recent advances made in pattern 
recognition research, the human face is 
widely used in various applications since 
it provides a rich level of information for 
spotting the appearance of certain people 
of interest, such as government leaders in 
news video, or a hero in a movie, and is 
the basis for interpreting facts and 
events. 
Leveraging NII's video archive of more 
than 100,000 hours of video programs 
broadcast on 7 channels in the Tokyo area 
(http://www.vpl.nii.ac.jp/tv-recs/index
-ja.html), this research aims to develop 
advanced techniques for face indexing with 
the target application being social 
analysis. 
Once such techniques applied to 
large-scale dataset such as the NII 
broadcast video archives, results can be 
useful for multiple purposes, such as 
face-name association, face retrieval, 
face-related survey, and social analysis, 
which are normally inaccessible due to the 
prohibitive costs of a manual analysis. 
One typical application is that we can 
evaluate correlation of a person with 
program types (e.g. politics, comedies, 
and dramas) and time period (e.g before and 
after an election), popularity of persons 
(recently popular comedians or 
actors/actresses) through total their 
appearance time.  
 
２．研究の目的 
Face indexing involves detecting, 
tracking, matching and naming faces 
appearing in multimedia databases. Most 
existing applications (e.g. the Google 
Image Search Engine) only involve in 
frontal face detection and face-name 
association is done by meta-tags such as 
the filename, text around images rather 
than visual content. Furthermore, most of 
these techniques are studied in controlled 
environments with static images that are 
not applicable to practical multimedia 
databases such as broadcast videos. 
Therefore, the challenges that will be 
attacked in this research are: (i) how to 
take the benefits from a long-term 
observation of a large multi-channel video 
archive in order to significantly improve 
the performance of face detection and 
matching? (ii) how to effectively automate 
key labor-intensive tasks, such as making 
annotations for training a large number of 
person recognizers? and (iii) how to 
realize an actual working system for the 

purpose of social analysis that is 
scalable to huge data amount, i.e. 
hundreds of thousands of hours of video? 
 
３．研究の方法 
(1) To improve the existing face detection 
techniques used for static images (e.g. 
Viola and Jones-like face detector[f]), 
the key idea is to make use of the rich 
amount of contextual information in video 
data, such as the textual, visual, and 
temporal information. In particular, the 
faces of each person in video sequences 
will simultaneously be detected, tracked, 
and grouped into face tracks. This method 
is able to not only handle frontal faces 
but also to handle profile faces and 
occluded faces. 
 
(2) To improve the performance of face 
matching, the face tracks extracted by the 
above method are used instead of single 
faces. The advantage of the proposed 
approach is to take the benefits of a 
long-term observation of the 
co-occurrence between faces and names in 
large multi-channel video archives to 
improve the performance of name and face 
association. The key idea is we can obtain 
a cluster which is expected to correspond 
to a set of faces of one individual, but 
due to imperfect technologies, it may 
contain noises. However, if it has 
sufficiently many faces, and it's 
statistically sufficiently " correct" , we 
can approximately correctly observe 
correlations of a set of faces 
(corresponding to an individual) with 
metadata such as names in closed caption, 
program types, etc. In large video 
databases, these conditions are usually 
sastisfied.  
 
(3) To minimize intensive labor tasks in 
making annotations for training a large 
number of person recognizers, a 
semi-supervised framework is proposed. 
The basic idea is to make use of the context 
and social information available on the 
Internet to obtain annotations that is 
then used to train person recognizers. 
Initially, these recognizers might not 
have high prediction accuracy due to noisy 
annotations, but by combining relevence 
feedback and result of name-face 
association in a boosting framework, the 
performance is significantly improved. 
 



４．研究成果 
(1) We have developed a face retrieval 
system using novel techniques for face 
track extraction and matching as shown in 
Figure 1. 
 

Figure 1 – A face retrieval system from 
videos using face tracks. 
A simple yet efficient face track matching 
has been proposed as shown in Figure 2 and 
applied to the NII video archive. 
 

Figure 2 – Face track matching method. 
In comparison with other state of the art 
methods, our method achives better 
performance as shown in Figure 3.  
 

Figure 3 – Comparison with other methods. 
 
(2) We have developed an annotation 
framework and annotated face tracks 
extracted from video archives. The 
annotation data is made public available 
for research purpose 
(http://satoh-lab.ex.nii.ac.jp/users/nd
thanh/NIIFacetrackDatasets/). 
 
(3) We have developed a demo system as 
shown in Figure 4 for social scientists to 
analyze correlations between two persons 
based on their appearance on broadcast 
video programs of NHK News 7.Our system can 
search persons by using names such as 
“Naoto Kan”or search by images 
containing a face of the target person.  
 
 
 
 
 

Figure 4 – A result of our face retrieval 
system. 
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