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Information theoretic optimization of intrinsic rewards for reinforcement learning
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This study investigates novel inverse reinforcement learning methods based on
density ratio estimation. To derive the algorithm, we exloit constraints on reward by KL-divergence. We
show that the logarithm of the ratio between the optimal policy and the baseline policy is represented by
the state-dependent reward and the value function. Our method is data-efficient because those functions
can be estimated from a set of state transitions while most of previous methods require a set of
trajectories. In addition, we do not need to compute the integral such as evaluation of the partition
function. The proposed method is applied into a real-robot navigation task and experimental results show
its superiority over conventional methods. In particular, we show that the estimated reward and value
functions are useful when forward reinforcement learning is performed with the theory of shaping reward.
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