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In this research project, we have made theoretical and practical research
for developing expressions of policy functions and learning methods in the policy gradient
reinforcement learning algorithms. Our final goal is constructing a general methodology that can be
applied to computer games and engineering fields. The results of this project are as follows.
(DTheoretical research on the policy gradient reinforcement learning: we proposed new methods in
hierarchical reinforcement learning to learn higher strategies of agents, learning with separated
knowledge of environmental dynamics and action-values in agent policies, and learning with a fuzzy

controller for policies.

§2) Practical application of the policy gradient reinforcement learning: we applied the proposed
earning methods to pursuit games, robot soccer games and computer shogi and examines the efficiency
of our methods.
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