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i Firstly, we propose an estimate of multivariate 3rd moment which is well
defined for the case that the dimensionality of the observation vector is larger than the sample
size. As an application, we apply to testing the multivariate normality.

Secondary, we propose a cut-off point for the classical linear discriminant rule in 2 groups which
one of two types of expected probability of misclassification takes pre-setting level. It is derived

by the asymptotic distribution for the studentized linear discriminant function under the
assumption that the population has multivariate normal distribution. The asymptotic distribution
which we dealt is under the high-dimensional asymptotic framework that the dimension and the sample
size go to infinity together while the ratio of the dimension to the sample size converges to a
constant in [0,1).
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