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The objective of this project is to develop and systemize methods of
multivariate statistics that extract sparse structures lying behind observed data, utilizing the
notion of information quantities. In general, one can systematically formulate the
statistical-model-based information extraction as optimization problems concerning the information
guantities. However, such methods are often computationally difficult to perform in practice. In
this project, we intended to practically overcome this difficulty by employing methods and notions
of statistical mechanics. By analyzing various concrete models, we aimed to construct a methodology
for "systematic" and "practically performable™ sparse modeling. Our achievements include performance

analysis and algorithm development for various problems that arise in 1) compressive sensing, 2)
latent variable models, and 3) issues of model selection.
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