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Distributional semantic models: Deepening the methodology of cognitive modeling
and exploring cognitive processes in human semantic memory
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In this research project, using the technique of network analysis, we
demonstrated that a vector space model or a distributional semantic model, in which the meaning of
words is represented as a multi-dimensional vector, is plausible as a cognitive model of human
semantic memory or mental lexicon. In addition, it was found from a simulation experiment of network

growth that human lexical acquisition process can be better explained by the following two
processes: semantic differentiation (i.e., a process of adding some kind of variation on the meaning
of existing words by a new word) and experiential correlation (i.e., a process of relating a new
word to existing words by experiential correlation). Furthermore, we proposed a novel multimodal
distributional semantic model in which abstract words are represented indirectly through grounded
representations of their semantically related concrete words, and provided computational evidence
for the indirect grounding view of abstract words.
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