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Difference between marginal likelihood and generalization error as statistical
model evaluation based on algebraic geometry and structure learning theory
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In Baﬁesian statistics, two criteria, the generalization error and the
marginal likelihood are well known for optimizing a model and a prior, however, their difference was
not clarified.In this research, the following four results were obtained, (1) If the posterior can
be approximated by a normal distribution, the optimal hyperparameters for WAIC and cross validation

converge to the parameter that minimizes the average generalization error, whereas the parameter

which maximizes the marginal likelihood does not. (2) Nonngeative matrix factorization is an example
of singular statistical models, whose asymptotic generalization error and marginal likelihood were
clarified. (3) its variational free energy was also clarified, (4) The asymptotic ditribution of the

constant order term of the free energy, which is necessary to construct the most powerful test in
Bayesian statistics, was clarified.
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