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The goal of this research is to monitor the sleep quality of a patient
non-intrusively via video and audio recording and analysis. In particular, we focus on apnea
detection, a common and serious sleep condition that affects a large percentage of the Japanese
older population. The recorded video is a sequence of depth images captured by a Microsoft Kinect
camera, which utilizes active sensing technologies, so that captured images are not affected by
ambient lighting conditions. The captured video is noise-corrupted and of low bit-depth, and
requires denoising and bit-depth enhancement, performed using graph-signal restoration techniques.
Features from video and audio are then extracted for supervised learning to construct a classifier.
The designed classifier can then detect different apnea types with high accuracy, and is robust to
the patient®s sleep pose. The prototype has been deployed in an Australian sleep clinic and has
demonstrated its effectiveness.
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Fig. 1. Side view of sleep patient. Torso is divided into
two cross sections, each modeled by an ellipse.

1. WHERIAR YA D B

It is well understood that quantity and quality of
sleep could significantly affect work productivity.
In  particular, obstructive sleep  apnoea,
characterized by repetitive obstruction in the
upper airway during sleep, is common in the
general population and can have significant
negative effect on a person’s sleep quality, and
hence quality of life and cognitive functions. The
condition is  diagnosed  via  attended
(in-laboratory) or unattended (ambulatory)
diagnostic sleep studies. We address the problem
of identifying the obstructive respiratory events
in this research.

Existing in-laboratory monitoring devices are
cumbersome to use, expensive, and intrusive with
multiple body straps and tubes that affect a
patient’s sleep quality during monitoring. On the
other hand, less intrusive sleep monitoring units
such as vibration-sensing wristbands (e.g., Fitbitl
and Jawbone UP2) mostly record sleep time, i.e.,
the quantity rather than the quality of sleep, and
are not equipped to detect respiratory events of
different kinds during the night.

2. WHFEDHW

Motivated by the shortcomings of in-laboratory
monitoring devices and consumer-level sleep
monitoring units, our goal is to accurately but
non-intrusively detect respiratory events as
manually scored by a scientific officer based on
data collected by system Alice6 LDxS. Towards
this goal, we propose a completely contact-less
sleep monitoring system based on depth video
and audio processing, suitable for home use. Not
relying on the lighting condition of a dark
sleeping room, we use a Microsoft (MS) Kinect
sensor projecting infrared light patterns to
capture depth images of the sleep patient.

3. WDk

We overview our proposed sleep monitoring
system that employs an MS Kinect sensor to
capture depth video and audio of a sleep patient.
A potential usage of our system is as follows.
When a patient stays overnight in a sleep clinic
for initial testing, in addition to in hospital
system’s sensors, we deploy also a Kinect sensor
to capture depth video and audio for respiratory
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Fig. 2. System overview. ‘Vital Signs Recording’ is for
ground truth; Orange: initial training components;
Blue: regular usage components.

event classifier training. In subsequent nights at
the patient’s home, our proposed system that
replicates the same Kinect sensor setup is
activated to collect depth video and audio data
non-intrusively for respiratory event
classification. Without the body-attached sensors,
this would mean a significant improvement in
sleep comfort for the patient when at home.

Specifically, we employ a first-generation MS
Kinect depth camera for depth video and audio
processing and respiratory event classification.
As shown in Fig. 1, the camera is set up at a
higher elevation above and away from the head
of the patient lying down. This camera location
gives an unobstructed view of the patient’s torso
for depth video capture and analysis. The Kinect
camera captures depth images of resolution
640x480 pixels with 11-bit pixel precision at 30
frames per second. The camera can also
simultaneously capture audio at 16kHz, 16-bit
sample precision with a PCM S16 LE audio
codec. Note that though Kinect camera has a
4-microphone array resulting in a 4-channel
audio, we use only the first channel for recording.

The main contributions of our research are listed
as follows:

1) To facilitate transmission of the acquired data
from the patient’s home to a sleep clinic for
storage and analysis, we propose an
alternating-frame video recording scheme, so that
different 8 of the 11 bits in captured depth images
are extracted at different instants for efficient
encoding using H.264 Advanced Video Coding
(AVC) video codec. At the decoder, the uncoded
3 bits in each frame can be recovered accurately
via block-based search.

2) We perform temporal denoising using a
motion vector smoothness prior expressed in the
graph-signal domain, so that unwanted flickering
can be removed without blurring sharp edges in
the depth images.

3) Given the denoised depth video, we track the
patient’s chest and abdominal movements over
time based on our proposed dual-ellipse model.

4) We extract ellipse model features via a wavelet
packet transform (WPT), which are combined
with audio features extracted via nonnegative
matrix factorization (NMF) for a Support Vector
Machine (SVM) and neural network (NN)
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Fig. 3. Successfully detected events based on WPT
depth video features showing chest_a; chest_b;
abdomen_a and abdomen_b during the sideway sleep
period. Red: central apnea; Magenta: obstructive and
mixed apnea; Yellow: hypopnea; Green: other events.

classifiers to detect respiratory events.

4. WFZERR

Using respiratory events scored by a scientific
officer (who is blind to our study) based on data
collected by system Alice6 LDxS as ground truth,
and captured depth video and audio of patients
collected at Concord Private Hospital, Australia,
we conducted extensive experiments to test our
system. First, we show that our depth video
compression scheme outperforms a competitor
that records only the eight most significant bits in
peak signal-to-noise ratio (PSNR). Second, we
show that graph-based temporal denoising
scheme reduces the flickering effect without
over-smoothing. Third, we show that our system
can deduce respiratory events of different kinds
as scored manually by a scientific officer based
on data collected by system Alice6 LdxS with
high accuracy.
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Fig. 4. Error rates of classification based on depth
video+audio features.
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