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Rule Space Method (RSM) is a technique developed in the domain of the
cognitive science. It starts from the use of an incidence matrix Q that characterizes the underlying
cognitive processes and knowledge (Attribute) involved in each Item. It is a grasping method of
each examinee"s mastered/non-mastered learning level (Knowledge State, KS) from item response
patterns, and a list of all the possible KSs can be generated algorithmically by applying Boolean
Algebra to the incidence matrix Q. But the task analysis that is the work to find some suitable
attributes for each item is quite hard.

We have found that RSM and NNM are similarities between the results from the two approaches, and
moreover they have complementary characteristics when applied in practice. So, in this research, we
discuss the comparisons of both approaches by focusing on the structure of the NNM and of KSs in the

RSM. And we show an application result for a reasoning test.
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Figure 1 : An Incidence Matrix for the
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