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Construction of Language Aquisition Model with Cognitive Biases
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It is well known that the cognitive biases much accelerates the vocabulary
learning, also some related researches reports that efficacy of them also help to acquire grammar
rules faster. The efficacy of the cognitive biases enables infants to connect an utterance to its
meaning, even one uttered situation contains many possible meanings. In this study, we constructed
Meaning Selection lterated Learning Model and the method for measuring language distance between
generations, and evaluated the efficacy of the cognitive bias in grammar acquisition.
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