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This work has demonstrated some case studies of effectively using machine

learning techniques for supporting High-Performance Computing (HPC) programming. Various problems in
code optimization can be solved by converting the problems to the problems that have already been
proven to be solved by machine learning. Moreover, this work clarified the importance of analyzing
the target problems in advance of machine learning, because it is unlikely that a sufficient number
of training data are available in code optimization problems. Moreover, as well as HPC programming,
machine learning also needs knowledge and experiences of human experts. However, in machine
learning, the problem is already parameterized, and hence can be solved if sufficiently-high

performance is available.
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