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Variable selection methods in high-dimensional multivariate models and their
applications
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In multivariate analysis, especially, discriminant analysis, multivariate
regression models, principal component analysis, canonical correlation analysis, etc., we derived
sufficient conditions for consistency of variable selection methods based on information criteria
when the sample size and the dimension are large. The methods have a computational problem when the
number of variables are large. In order to avoid its computational problem, we proposed a
generalized Kkick-one-out (KOO) method which shared the high-consistency property in discriminant
analysis and multivariate regression model. Further, in the problem of rank estimation in
multivariate linear model, we proposed a regularized information criterion,
which can be used for the case that the sample size is smaller then the dimension of variables, and
studied its high-dimensional properties.
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