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Theoretical developments of sparse modeling and multivariate analysis techniques
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Huge amount of data with complex structure and/or high-dimensional data have
been accumulating from diverse sources. Through this research we have investigated the problem of
analyzing such datasets to extract useful information and pattern, and proposed various modeling and

multivariate analysis techniques: (1) Multi-class classification methods for high-dimensional
longitudinal data are proposed based on class-featuring information compression with the help of
multivariate functional principal component. (2) Sparse kernel subspace methods are proposed to
learn the complex structure of high-dimensional data. (3) Model selection criteria are provided for
Bayesian probabilistic dimensionality reduction in principal component and canonical correlation
analyses. (4) With the development of modeling techniques such as sparse and Bayes modeling, we
investigate a general theory for constructing model selection criteria to evaluate models
constructed by various estimation procedures.
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