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Lately Big-data gain a lot of attention, however it is still hard problem to
get to information we need. In this research, we focus on one of the curse of dimensionality
problem, hubness, to establish firm and robust method. We profoundly extend our original hubness
reduction method to understand the behind mechanism of hubness.
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(Suzuki et al. AAAI 2012)
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