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Analysis of reward appraisal evolution processes of reinforcement learning
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This research targets the emergence of social behaviors, e.g., cooperation,
of reinforcement learning agents in an environment where multiple agents exist. Such social
behaviors may emerge if every agent has a different purpose due to learning its behaviors not only
from comparable objective evaluation but from its own appraisal. Based on the above discussion, this

work investigated how the appraisal system of each agent evolved from the objective evaluation and
what society would appear, by computer simulation and mathematical analyses. In a dilemma situation
where agents get less payoff by individually rational deception than that by cooperation, we found
that the appraisal system evolved to the direction of facilitating cooperation. We also analyzed the
direction of the evolution.
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