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An acceleration of hall thruster simulation
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Contribution of this research is present a technique that shortens the
processing time of the MPS method. MPS method can simulate raindrops or flowing water which were
difficult in the past. It is known that the kernel of the MPS method is time-consuming. We proposed

an optimization technique which takes physics of MPS method into consideration to reduce the
processing time. On top of that, we implemented and evaluate a proposed technique on multiple
parallel processing machines. Processing time on CPU(Xeon Gold 6150x2) is 35.1[ms], GPU(P100NVL) is
6.8[ms], and KNL-7210 is 104.1[ms], respectively. We also conducted a preliminary evaluation on
the GPU cluster and found that additional optimizations are required to achieve better scalability.
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