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This study proposed an approach to apply deep learning to grammatical error
detection and correction. The sentences written by language learners differ from those written by
native speakers in that they may make mistakes in the words themselves or in the context of which
they are used. Taking these differences in context into account, we built a mathematical model for
representing words and used deep learning to detect and correct grammatical errors. We also proposed

a method for error detection using a contextualized language representation model learned from a
large amount of text data written by native speakers, and achieved the state-of-the-art accuracy in
English grammatical error detection.

On the other hand, for Japanese and Chinese, we proposed a model that reconstructs word sequence by
decomposing kanji into radicals, and demonstrated its effectiveness in Japanese-Chinese neural
machine translation.
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