(®)
2016 2018

Evolutionary computational method for artificial adaptive agents and
applications

Hayashida, Tomohiro

3,000,000
Gii) ® (i) an
DN
(i)
Gii)

DNN

(Deep Learning)

This research results on (i)development of structural optimization method of

neural network, (ii)improvement of classifier system, (iii)application corresponding to some
problems in the real world. Specifically, (i) has developed an exploratory neural network structure
optimization method mainly for DNN by extending the structure optimization method for neural
networks. (ii) has improved some classifier systems into systems that can be used as decision-making
mechanisms for artificial adaptive agents. (1ii) has conducted simulation analysis on the
electricity market and applications of the classification problems corresponding to the speech data
using the DNN with optimized structure.
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