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In order to improve the performance of summarization methods using a neural
model, 1) we proposed neural summarization models incorporating syntactic and discourse information.
2) We proposed a new method for discourse structure analysis to construct the model for 1). In 1),

we proposed a sentence compression method that considers the information of syntactic trees and a
sentence selection method that considers the information of discourse structure trees. In 2), we
proposed two
discourse structure analysis methods, with and without supervision.
The proposed supervised method achieves the current state-of-the-art performance.
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