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In this study, we proposed a new compact deep neural network (DNN)
architecture based on lifting complex wavelets. This model is represented with fewer parameters than
existing CNN models, which is expected to save memory and speed up computation. In practice, there
are still some challenges in speeding up the training time, such as the need to implement the

complex lifting wavelet transforms on a GPU.
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Features robust to shift and rotation
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