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The objective of this study is to improve the quasi-Newton method, which
enables neural networks learning of increasingly large and complex data. We have developed a new
algorithm that enables high accuracy and high speed. Furthermore, we succeeded in establishing the
robustness of the proposed method by proving convergence property and analytically deriving
hyperparameters. As a result, we have solved the problem of neural networks learning with complexity

and scale that were previously unfeasible.
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