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Study of development and evaluation of signal detection system for side effects
due to drug interaction using deep learning
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In this study, we evaluated two analytical methods for signal detection of
adverse events due to drug interactions. It is a method to analyze free description records written
by medical staff with Doc2Vec of GenSim library which is a text vectorization method. A nursing
progress record of a patient who developed aspiration pneumonia was made into a DB and judged by a
cosine similarity threshold of 0.999613. The AUC was 0.718, the sensitivity was 90.9%, and the
specificity was 60.3%.

This is a method to image inspection results, which are time-series quantitative data, and perform
machine learning analysis using Google®s tensorflow. As adverse event onset groups, 500 cases for
machine learning and 10 cases for evaluation were prepared and analyzed. The disease discrimination
rate was 68-72%.
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3. Doc2Vec

dimensions

e N
Number of vector

Word ranges

N

before and after
%W J/

Minimum number of
words picked up

size 10,20,30,40,50,60,70,80,90,100
window 4,5,6,7,8,9,10,11,12,13,14,15
min_count | 1,2,3
AP(Average Precision)
size window | min_count AP
40 12 1 0.436205426
60 1 0.433256461
40 1 0.430546809
80 12 1 0.428175516
60 13 1 0.422276537
60 14 1 0.418351127
40 11 1 0.416334529
40 12 2 0.414355221
100 12 1 0.414306112
70 15 1 0.408291844
AP 10

size window

10



size=40, window=12, min_count=1
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4. tensorflow
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