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An important contribution of this project are the tools to render sound sources in the peripersonal
space. To foster reproducibility of research and reach the wider community, the contents generated
during this project are publicly available at: https://cesardsalvador.github.io/projects.html

The main goals accomplished during this project are summarized as follows.
1) New mathematical methods to capture and reproduce spatial sound at far and near distances were
formulated and evaluated. 2) A collection of head-related transfer functions was created. 3) A
virtual environment for psychophysical experimentation was assembled. The system captures and
reproduces 3D ambisonic audio and 360 video. 4) A collection of immersive contents for headphones
and head-mounted displays has been created. 5) The international collaboration with Tsing Hua
University and Hannover Medical School has been initiated to explore the computational aspects of
the auditory brain. 6) An international workshop has been organized and held in Lima, Peru, to
present the achievements of this project. This was done in collaboration with "Universidad de San
Martin de Porres™ and "Fundacion Telefonica™.
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Research trends in realistic spatial audio are pursuing the ambitious goal of re-—
creating the full acoustic world. However, obtaining vast amounts of sensorial
information is not always feasible. Recent studies in brain dynamics suggest that the
mind have an innate disposition to construct full representations of the world in
continuous change by identifying invariant structures in the sensorial information.
Following this line of thought, this research aims to identify patterns of invariance
along databases of morphological and acoustical measurements related to the external
anatomy of ten research participants. Psychophysical experiments are considered to
stablish relations between the patterns of invariance identified by the new
mathematical models and the perceptual cues involved in sound localization.

Before the starting of this research, the existing mathematical formulations and
acoustical data that chracterizes spatial hearing were mainly oriented to treat
directions. However, distance dependencies were neglected, specially for sources in
the peripersonal space within 1 m from the center of the head. For this reason, this
research is mainly oriented to clarify the phenomenon of spatial hearing in the

peripersonal space

2. WMFEOHEB

This research seeks to formulate and evaluate new mathematical models for human
spatial hearing to elucidate the phenomena of perceptual constancy involved in sound
localization. The understanding of these phenomena is crucial to enable the
presentation of spatial sound with high levels of realism and naturalness. This will
enable the presentation of spatial sound with high levels of naturalness. The
specific aim is to identify patterns of invariance along databases of acoustical

measurements related to the external anatomy of individuals

3. WEDTIA
The present research comprised three stages:

e The first stage was avocated to the creation and formulation of a new
approach to analyze patterns of invariance in databases of spatial sound
information. This stage was mostly theoretical and was assisted by numerical
simulations

e The second stage consited on the generation of a database of morphological
and acoustical data related to the anatomical shapes of ten research
participants. This stage was assisted by medical services of magnetic
resonance imaging to obtain the 3D models of the participants; in addition,
numerical solutions to the acoustic wave equation were used to calculate
acoustical data.

e The third stage was oriented to the analysis of the database to identify



patterns of invariance that are linked to perceptual constancy cues in
spatial hearing. To ensure reproducibility of results, this stage also
involved the implementation of an immersive audiovisual environment for

perceptual experimentation with the research participants

4. WFIERCR

The results of this research are summarized as follows.

New mathematical methods for the analysis of acoustical data were formulated
and evaluated. Special attention was given to distance information. Methods
were formulated in abstract domains of representation where it is possible to
unmask distance dependencies that are otherwise hardly observed in the
natural spatial domain. This achievement constituted a step forward in the
research field of spatial sound because the issues related to including
distance information were not comprehensively considered in previous
research. The results and validations were published in a journal paper.

A collection of data describing the external anatomy of listeners’ heads
(morphology), as well as the transmission of sound from a point in space to
the listeners’ eardrums (acoustical), was created. Near sources (within 1
meter from the head) were specially considered due to their importance when
aiming at rendering spatial sound in the peripersonal space with high levels
of realism and naturalness. This was a major contribution because existing
datasets mainly provide information for far sources (beyond 1 m from the
head). To foster the reproducibility of research results and reach the wider
community, a sample of the morphological and acoustical dataset has been made
publicly available in the project’ s website

An immersive audiovisual system for psychophysical experimentation was
assembled; its components are a microphone array, a 360 camera, a pair of
headphones and a head-mounted display. The system captures and reproduces 3D
ambisonic audio and 360 video. Ambisonic audio facilitates the digital
tracking of head movements, which is important to increase the sense of
presence during reproduction. A collection of immersive contents for
headphones and head-mounted displays has been created and made publicly
available in the project’ s website. The contents have been captured in
anechoic and natural environments, and are intended to be use on subjective
tests in future extensions of this project.

The international collaboration with Tsing Hua University and Hannover
Medical School has been initiated to explore the computational aspects of the
brain processes that are involved in auditory tasks such as the localization,
identification, and selective attention to sound sources

The dataset of near—-distance HRTFs developed in this project has also been

used in psychophysical experiments of auditory attention along distance. This



has been done in collaboration with colleagues of a different project

An international workshop has been organized and held in Lima, Peru, to
present the achievements of this project. This was done in collaboration with
“Universidad de San Martin de Porres” and “Fundacion Telefonica”. The
language of the event was Spanish. All activities and materials are publicly

available in the project’ s website
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e Project website: https://cesardsalvador. github. io/projects. html
e Dataset of near—distance HRTFs:

https://cesardsalvador. github. io/download. html

e International workshop (in Spanish): https://cesardsalvador. github. io/a3d
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