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Text Personalization with Automatic Summarization and Text Simplification

NISHIKAWA, HITOSHI

3,100,000

BLEU ROUGE SARI

We built a text-simplification _corpus, and developed a model summarizing and
simplifying texts with a large-scale automatic summarization corpus. We summarized and simplified
newswire articles with that model. We implemented two models: a model which processed one article
sentence-by-sentence, and a model which processed one whole article all at once. Those models were
learned with the above corpora. Our quantitative experiments showed that a model that combined the
above two models could generate better outputs than the single model did in terms of automatic
guantitative evaluation methods such as BLEU, ROUGE, and SARI.
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