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In this study, we aimed to improve the performance of clustering, which is a
technique for automatic data classification. We developed flexible and reliable clustering methods
by introducing soft computing approaches such as fuzzy theory and rough set theory to cope with
ambiguity and uncertainty inherent in data. We reinforced the theoretical basis of rough clustering,
proposed novel methods that consider the granularity of data, and developed refined methods.
Furthermore, we refined various methods related to fuzzy clustering and co-clustering.
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