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The proposed learning-to-rank models shed new light on how to solving the ranking problem. The
released open-source project makes it reasonable to envision that PT-Ranking will lower the
technical barrier and provide a convenient open-source platform for examining ranking models in
different fields.

This year 1 developed two models based on deep neural networks. The first
one is a novel learning-to-rank model based on the theory of optimal transport, which is published
at the 12th international conference on web search and data mining. The second one is a new click
model for decoding users® search behaviour, which is published at the 2019 conference on human
information interaction & retrieval. Based on a series of experiments using benchmark datasets, the
experiments have demonstrated their effectiveness for information retrieval. Moreover, 1 released
the open-source project titled as PT-Ranking. PT-Ranking is highly complementary to the previous
packages for learning-to-rank. | envision that PT-Ranking will lower the technical barrier and
provide a convenient open-source platform for evaluating and developing learning-to-rank models in
different fields, and thus facilitate researchers from various backgrounds.

learning-to-rank click modelling optimal transport



Information Retrieval (IR) has been playing an important role in our daily information access. Significant
research efforts have been made on different aspects of IR. However, accurately and efficiently providing
desired information to usersis far from being resolved. Facing the richest types of information needs and
the biggest amount of data than ever, most of the time, the returned search results remain rather poor.
Recently, the deep learning techniques have attracted great attention as abreakthrough and yielded the state-
of-the-art performance in many fields. However, its application in improving interactive information
retrieval has not been explored yet.

Inspired by the newly developed embedding techniques, queries, documents and users are represented as
low-dimensional real-valued vectors in this research. Besides the flexibility of encoding them in the same
space, a far more compelling advantage is that all the representations are automatically learnt, and many
patterns and linguistic regularities can be encoded. The deep neural network models, e.g., Recurrent Neural
Networks (RNN), have shown promising performance in modeling complex low-dimensional sequences.
In this proposal a novel deep neural network model is devised to discover intricate dependencies among
factors during the interactive search process and provide adaptive search results. Overall, this project aims
to develop a novel interactive information retrieval system, which is capable of “automatic representation
learning and dynamic ranking”.

The success of this project will lead to the following impact on the IR field: (1) A number of effective
learning-to-rank models will be developed. The test collections and models generated by user studies will
be publicly released. Other researchers can replicate or extend the proposed methods. (2) The theoretical
contribution will be the expansion of the territory of the techniques, such as Representation Learning and
Deep Learning, for information retrieval. Therefore, other fields like digital library and e-commerce also
can benefit from this research.

In order to achieve the research objectives, | focus on two research challenges. The first challenge is how
to effectively and efficiently learn the vector representations for queries, documents and users? Moreover,
the learned vector representations can be used for understanding users’ search behaviors and ranking search
results. The second challenge is that how to adaptively rank results using deep neural network
corresponding to users’ dynamic search behaviors.

Regarding the first challenge, the proposed method is to learn the vector representations for queries,
documents and users based on the search log. Then click models can be further developed to understand
users’ search behaviors.

For the second challenge, the key problem is a deep neural network model for interactive ranking. Since
the search process is essentially dynamic, an interactive information retrieval system should provide
adaptive results. In real search scenarios, a search task usually involves multiple queries, which span one
or more sessions. The user needs under the interactive behaviors are essential ly associated with one another.
This means that the underlying patterns among users’ interactive behaviors must be well captured.
Moreover, previously browsed documents indicate the potential interests of users, while currently returned
documents must return marginally useful information rather than redundant information. In other words,
users’ preferences are essentially dynamic rather than static. The designed deep neural network model must
be ableto effectively deal with these factors. To address the af orementioned problems, the proposed method
is to develop a listwise learning-to-rank method based on deep neural networks. By using deep neural
networks as the basis to construct a scoring function, it is easy to incorporating different factors through the
technique of embedding.

The research achievements consist of three parts.

The first part is a novel learning-to-rank model based on deep neura networks. The work has been
published at the 12th international conference on web search and data mining (WSDM), which is a top
international conference in the field of information retrieval. In particular, | proposed a new listwise loss
function for computing the ranking loss based on the theory of optimal transport.

The second part isanovel click model based on deep neural networks. The work has been published at the
2019 conference on human information interaction & retrieval. The key ideais to deploy different weight
matrices across different rank positions. Furthermore, | introduced a new method for automatically learning
the vector representations for both queries and documents within the same low-dimensional space.



Thethird part isthat | proposed PT-Ranking®, an open-source project based on PyTorch for developing and
evaluating learning-to-rank methods using deep neural networks asthe basisto construct a scoring function.
On one hand, PT-Ranking includes many representative learning-to-rank methods. Besides the traditional
optimization framework via empirical risk minimization, adversarial optimization framework is also
integrated. Furthermore, PT-Ranking's modular design provides a set of building blocks that users can
leverage to develop new ranking models. On the other hand, PT-Ranking supports to compare different
learning-to-rank methods based on the widely used datasets (e.g., MSLR-WEB30K, Yahoo!LETOR and
IstellaLETOR) in terms of different metrics, such as precision, MAP, nDCG, nERR. By randomly masking
the ground-truth labels with a specified ratio, PT-Ranking allows to examine to what extent the ratio of
unlabeled query-document pairs affects the performance of different learning-to-rank methods. PT-Ranking
is highly complementary to the previous open-source projects for learning-to-rank. It is reasonable to
envision that PT-Ranking will lower the technical barrier and provide a convenient open-source platform
for evaluating and developing learning-to-rank models in different fields, and thus facilitate researchers
from various backgrounds.

L https://pt-ranking.github.io/
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