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We published one survey paper and one demonstration poster and two tutorials in international
conferences, and one paper in an international workshop. We are extending this work with neural
network-based models, and plan to explore non-temporal contexts in the future.

In this project, we developed tools and techniques to extract context
(mostly temporal) from knowledge graphs, one of the prominent model for representing and publishing
data on the web, and survey real world applications. This led to an extensive survey and tutorial
focusing on applications to data journalism.
We implementing a prototype application based on some earlier work defining a language to reasoning
about the context of ontological data in the presence of uncertainty and incompleteness. In
parallel, we investigated machine learning approaches to automatically infer the validity over time
of the facts in a knowledge graph.
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Knowledge graphs (KG) are graphs in which nodes represent real world concepts (e.g. Nation)
or objects (e.g. Japan) and labels directed edges represent relationships among those entities.
In other words, a factis each pair of nodes linked with an edge. KGs have become increasingly
popular among large Internet services (Google, Facebook, Wikipedia, etc.) to represent, store
and exchange web data, in part because they can accommodate a wide of variety data, from
schema-less to schema-rich.

D].Sp'edia., a know%edge graph extracted from Republican Michael Democratic
Wikipedia is a widely used example of such Party Bloomberg Party

knowledge graphs. Such extracted knowledge
graphs however suffer from a lack of context
which can lead to inaccuracies or mistakes. guce: dbpediaorg
This is exemplified in the figure, which shows

how Michael Bloomberg is described in DBpedia as being a republican, a democrat and an
independent. While all these facts have been true at some points in time, we lack the
information about when each of them held makes it hard to use that knowledge for any
practically purpose.
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The goal of this research was to investigate (i) how to improve the state of the art in
knowledge graph extraction by enhanced the context in which the extracted fact holds, (ii)
how such context enrichment could be used in practice. As exemplified above, there are many
cases where context is missing. However, there may also be cases where enough contexts are
present in the data, but their interaction make the interpretation of the data tricky. Yet, tools
for spotting such cases can be valuable in scenarios like computer-assisted journalism, for
instance by selecting important periods of time or ruling out unreliable information sources.
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This research was split into two main branches, closely following the above goals, namely the
investigation of context understanding on Knowledge Graph, and applications of this context-
based extraction with an emphasis on computational journalism. Journalists increasingly
relying on data and understanding and narrow the contexts in which statements are a key
part of their work. To tackle the goal (ii) above, we run an extensive review of the area, which
was published as a survey in a special track at the WWW conferences, from which we also
derived two tutorials presented respectively in two majors conferences (WWW, VLDB). For
goal (i), we approach the problem from two distinct angles: exploring how contexts affect the
veracity of claims using techniques borrowed from database theory, couple with symbolic and
probabilistic reasoning. We also investigate the problem of context extraction from
Knowledge Graphs using Machine Learning, namely building models to infer the most time
(or period thereof) some given fact could be deemed valid.
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Query answering of ontological data can
be regarded as a way of produced new weveciies
knowledge from a background KG. When . =
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was computed. Query answering of /
ontological data can be regarded as a way ) ot
of produced new knowledge from a
background KG. When such a KG has
contextual information (such as time or
provenance), it is important to track how each answer to a query held with respects to the
context in which it was computed. The goal of model described in (Leblay, 2017), which we
implemented and demonstrated in the BackDrop prototype. The system can store data sets
made of ontological facts and axioms. In this model, axioms can we endowed with a weight
reflecting their likelihood in the real worlds. In addition, each axiom or fact can be endowed




with any combination of contexts. Typically describing when did the axiom hold and which
sources does it come from. For instance, this can model laws that hold in some countries but
not others. When computing answers to queries on such data, BackDrop computes a “veracity
score” for every possible context and for each answer and displays it in a user-friendly manner,
as depicted on Figure 2. The code for this software was publicly released under open source
license.

(2) Fact checking Survey

In the pursuit of applications for context-sensitive knowledge graphs, we investigated the
state of the art in computational fact checking. This emerging field tackles the problems of
verifying claims automatically or semi-automatically against reference data. One of the
difficulties with this issue that the context in which a claim is made can have a critical
influence on the intended meaning, and consequently its verification process. We run an
expansive survey of the state of the art in computation fact checking which we detailed in
international workshop. In addition, this work was presented as a 3-hour tutorial in an
international conference on data management.

(3) Deriving temporal scope for knowledge graphs

As mentioned before, there are well-established techniques to automatically extract
knowledge from web data, but the extracted knowledge typically lacks crucial context
information. Rather than devising new technique to extract such context along with the along,
we adopted the alternative approach of leveraging on the work already done by such
extracted and rather, extract context from their output. To simplify the problem, we focused
one type of context extraction, namely time, i.e. in other word assigning validity time to
otherwise non-temporal facts. For this first extended existing technique for knowledge graph
extraction, e.g. TransE (Borders, 2013) and RESCAL (Nickel, 2011), to support time as an
additional dimension. These first approaches being infructuous, we turned to factorization
machines (Rendle, 2010). We did extensive feature engineering and found that non-temporal
information (fact for which item validity is irrelevant) can still be used as features to learn
about temporal facts. This is in part because such features contain temporal clues (such as
date) in natural language. This work is ongoing, as we have started investigating the use of
Neural Networks for this takes. Among other advantages, this allows us to support multiple
via transfer-learning. Indeed, our current approach learns time validities for increasingly
fine time granularity (e.g. centuries, decades, years, months, days, etc.) While still specific to
temporal contexts, the approach is generic enough to be extended to other hierarchical
contexts, such as space, in future works.
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