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Automatic generation of lecture®s materials with Japanese caption based on
English lecture®s speech translation and speech summarization
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In this stud%, we developed fundamental technologies for English speech
recognition, English-to-Japanese speech translation, and speech summarization of English lecture
audio, and integrated them into a subtitling system for Japanese learners. The main target of this
study for various lectures was TED Talks.

For speech recognition, we obtained a word recognition accuracy of approximately 88% for TED
English talks. For speech translation, about 15 BLEU values were obtained for text input and about
14 BLEU values for speech input. The human evaluation showed that "the content is understandable at
first, and the intent is conveyed. However, some mistranslations were found". As for audio
summarization, the results showed that the summary from the audio input was not inferior to the
summary from the text input in terms of the summary based on the important sentence selection.
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