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The most serious problem of deep learning (DL) is that its functionality is
a black box. In this research project, we develop an informatics and mathematical framework to
elucidate the behavior of DL and a data-driven approach to complement it. As for the mathematical
framework, we have shown that the plateau phenomenon originating from singular regions can be
reduced or eliminated by using a statistical mechanics formulation. In the data-driven approach, we
have achieved some results by comparing the input responses of two CNNs using transfer learning and
data expansion, and by analyzing the continuity of representations in the brain cortex as a method
to improve prediction performance, especially under the limitation of a small data set.
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