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Investigation of data compression algorithms for big data analysis
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Problems of data compression for function computation and multiple terminal

hypothesis testing are investigated.

In the study of data compression for function computation, we extended the existing result, which
mainly dealt with the case where the argument of the function is two, to the case where the argument

is three. In addition, the study was conducted in a setting that takes into account the channel
noise between data-observers and the node performing the computation, and extended the existing
result that did not take into account the channel noise. In the study of the multiple terminal
hypothesis testing, we derived general formulas which show relationship among multiple achievable
error exponents. As secondary results, we also obtained results on the relationship between source
coding and guessing problems, as well as results on VF source coding.
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