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Improvement of solving speed for nonlinear optimization problems by avoiding the
deterioration of numerical condition outside the neighborhod of a optimal

solution

Dan, Hiroshige
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i In this study, we have implemented an automatic differentiation library for
large-scale nonlinear optimization problems and a library for solving nonlinear optimization

roblems.

?n general, when solving nonlinear optimization problems, automatic differentiation is used to
compute partial derivative values of the functions that compose the problem. On the other hand, in
large-scale nonlinear optimization problems, functions appearing in the problem are often indexed
and have the same structure. In this study, we have implemented a library that can handle functions
with the same structure in a fast manner.

In addition, we have developed a comprehensive library for solving nonlinear optimization problems.
This library can be used to implement new algorithms for solving nonlinear optimization problems in

the future.
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