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The success of the deep learning indicates its possible improvements in
various ways. Improvements through the loss function and Bayesian models based on the likelihood
ratio statistics are primary targets in the present study. The selection of activation functions,
such as the softmax and the RelLU functions, is regarded as that of inferential procedures of
parameters. The techniques of the estimation of a high-dimensional parameter are applied.

Two approaches are employed. One is to generalize activation functions by regarding them as ramp
functions. The understanding of the ramp function varies with different disciplines, such as the
spline function and the machine learning. We add a view of the heaviness of tail of the
distribution. Another approach pertains the loss function. The loss and the risk are the keys in the

deep learning, since it is broken down into the estimation problem of the multinomial distribution.
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