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We modified the growing self-organizing map for reinforcement learning and
devised a method for unsupervised learning of state space and state transitions while maintaining
learning efficiency, and demonstrated the usefulness of this method. We also showed that the method
can adapt to the environment by adaptively changing the hyperparameter settings significantly.
Furthermore, we proposed a method for switching methods while estimating several local environments
for differential evolution, which is one of the best optimization algorithm methods, and were able
to improve the performance. In addition, we were able to apply our findings to deep reinforcement
learning, which had not been considered much at first, and propose a completely new deep
reinforcement learning system.
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