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Study on the rule representations and transparency of feature extracted images
obtained by deep learning
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Generally, it is often difficult to explain and/or the results obtained by
deep learning. This situation is called "black box". Although, deep learning can be applicable to
various applications, allowance for the black box is different. In this study, we focus medical
images with strict accountability and proposed various rule representation such as rule extraction

to enhance the accountability for the results obtained by deep learning for medical images such as
DBN and CNN.
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