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Functional roles of brain anatomical structures in the fault tolerance
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In this study, we introduced brain anatomical structures that are ubiquitous
across brain regions as initial constraint into recurrent neural network (RNNs). We evaluated their
roles in computation and showed that the structural distinction between excitatory and inhibitory

neurons contributes to prevent overfitting. Moreover, the partial connectivity contributes to the
improvement of fault tolerance of RNNs. These structures complementarily work and improve the
performance and fault tolerance of the network.
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