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As a foundation for research using digital curling, we proposed "
deterministic digital curling,” which eliminates the uncertainty of curling and obtained valuable
insights into the game"s outcomes. To validate the effectiveness of hierarchical reinforcement
learning for handling incomplete information games, we conducted an evaluation using Mahjong and
confirmed the effectiveness of hyperparameter automatic optimization frameworks like Optuna.
Additionally, we verified the effectiveness of using GANs for the automatic generation of tower
defense games and identified Nash equilibrium strategies for several incomplete information games.
These research achievements have been made publicly available through published programs, making
them accessible to future researchers.
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Procedural Content Generation for Tower Defense Games:a Preliminary Experiment with Reinforcement Learning
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r-rivals
https://github.com/tanakatOl/r-rivals

https://github.com/minnsou/suzume-jong
https://github.com/tanakat01l/quantum_anpanman
https://github.com/tanakat01/16musashi
https://gps.tanaka.ecc.u-tokyo.ac.jp/1l6musashi/
https://github.com/u-tokyo-gps-tanaka-lab/mini_mahjong

https://github.com/u-tokyo-gps-tanaka-lab/gridworld_for_HRL




